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Recent years have seen a surge of algorithms and architectures for deep Re-
inforcement Learning (RL), many of which have shown remarkable success for
various problems. Yet, little work has attempted to relate the performance of
these algorithms and architectures to what the resulting deep RL agents actu-
ally learn, and whether this corresponds to what they should ideally learn. Such
a comparison may allow for both an improved understanding of why certain
algorithms or network architectures perform better than others and the devel-
opment of methods that specifically address discrepancies between what is and
what should be learned.

Ideal Representation . The concept of ideal representation we utilize is
the Coarsest Markov State Representation (CMSR). We define this representa-
tion as one in which the Euclidean distances between states are proportional to
how ”behaviorally different” [2] those states are. Behavioral similarity thereby is
measured by a specific bisimulation metric [1]. This bisimulation metric regards
states as equivalent if and only if they have the same expected reward and tran-
sition distribution over all state equivalence classes for all actions. Moreover, if
the parameters of two equivalent states are altered on a small scale, the metric
distance between the states will stay small. Learning an internal state represen-
tation that is similar to the CMSR has several desirable theoretical properties:

– The CMSR is the smallest state representation that still allows for the pre-
diction of the reward and next state [3].

– The CMSR does not distinguish states based on features that are irrelevant
for predicting the next reward and internal state. Thus, a policy learned
based on this representation generalizes to different values for such features.

– If a subset of the features required for predicting the reward and next internal
state for a domain is sufficient for predicting the reward and next internal
state after modifying the reward or the transition function, the CMSR for
the original domain suffices to learn the Q-values of a thus modified domain.

? Full thesis available at http://resolver.tudelft.nl/uuid:2945dcc8-e7b9-4536-

b9e7-074cfe86d3f9.
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– Making the Euclidean distances between internal states proportional to their
behavioral similarity renders the formed representation less sensitive to small
estimation errors if the transition or reward functions are approximated.

Research Objective . It is hence theoretically desirable that deep RL agents
learn the CMSR. Yet, we do not know to which extent deep RL agents learn the
CMSR, and whether doing so is useful in practice. Thus, we look at the internal
state representations learned by deep RL agents at various stages during train-
ing and under different training conditions, and compare them to the CMSR.
Furthermore, to elucidate the practical usefulness of learning the CMSR, we con-
trast the learning speeds and consistencies and the generalization performances
of neural networks with hidden-layer representations that differ in how similar
to the CMSR they are, while controlling for other factors.

Contributions. We split our contributions into methodological and experi-
mental ones. Our methodological contributions are as follows:

– We propose using correlation coefficients based on bisimulation metrics to
measure how similar to the CMSR an internal state representation is. These
correlation coefficients also allow to specifically determine whether an inter-
nal state representation is Markov with respect to the rewards or Markov
with respect to the transitions1.

– We introduce an auxiliary loss that pushes a neural network to learn an
internal state representation that is similar to the CMSR in a network layer.

We further provide experimental contributions:

– We identify three overlapping learning phases that together make up the
learning process of deep RL agents using model-free Q-learning agents as
example. Thereby, it is during the second learning phase that internal state
representations become increasingly similar to the CMSR. We also point out
several factors that impact this learning process. The precise CMSR is not
learned in any of our experiments.

– We show that learning a hidden-layer representation that is more similar to
the CMSR during training can speed up the learning process and cause good
solutions to be found more reliably.

– We demonstrate that learning a hidden-layer representation that is more
similar to the CMSR by the end of training may lead to improved general-
ization to new irrelevant feature values. Creating such a representation also
may enable better generalization to related domains with modified reward
or transition functions, as long as the modifications do not render formerly
irrelevant features relevant.

1 A state representation that is Markov with respect to the reward is one in which
knowledge of previous internal states does not lead to a more accurate prediction of
the next reward [4]. The definition of Markov with respect to the transition proceeds
analogously.
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