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1 Introduction

The key difficulty of cooperative, decentralized planning lies in making accurate pre-
dictions about the behavior of one’s teammates. In this paper we introduce a planning
method of Alternating maximization with Behavioural Cloning (ABC) – a trainable on-
line decentralized planning algorithm based on Monte Carlo Tree Search (MCTS), com-
bined with models of teammates learned from previous episodic runs. Our algorithm
relies on the idea of alternating maximization, where agents adapt their models one at a
time in round-robin manner. Under the assumption of perfect policy cloning, and with
a sufficient amount of Monte Carlo samples, successive iterations of our method are
guaranteed to improve joint policies, and eventually converge.

2 The ABC method

Our planning algorithm is suitable for fully observable cooperative environments known
as Multi-agent Markov Decision Processes (MMDPs). The setting is fully cooperative,
and each agent is assumed to receive the same reward at each execution step of an
episodic run. The planning is performed in a decentralized manner, and without com-
munication between the agents. Each agent is equipped with an instance of the MCTS
algorithm, a set of models of policies of its teammates, and a simulator of the environ-
ment. At each episodic step, each agent samples the simulator and teammate models to
construct the tree of possible futures, estimate expected episodic rewards for individual
actions, and choose the one which appears most beneficial.

Initially, agents are equipped with heuristic models of their teammates. They are as-
sumed to act in a given environment repeatedly, for some large amount of episodic runs
– either from simulation, or actual execution. Then, the agents use these experiences to
learn to predict the actions of their colleagues. More specifically, every N episodic runs
are grouped into one generation, and after each generation, the state-action episodic
data, is used to train new agent models represented by convolutional neural networks;
these are in turn provided to one of the agents, as the updated teammate models. At each
generation only one agent updates its teammate models, which stabilizes training and,
under certain assumptions on policy cloning, causes rewards to increase monotonically
across the generations.
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Fig. 1: Results from the factory floor experiment, in order of increasing difficulty. Left: two robots
and preallocated tasks, middle: four robots and preallocated tasks, right: four robots and randomly
appearing tasks. The baseline is the decentralized MCTS planning algorithm, introduced in [3].

3 Experiments

We test the efficiency of the algorithm by performing experiments in the spatial task
allocation environment introduced in [2]. The domain consists of a gridworld-like pla-
nar map, where each position can be occupied by (cleaning) robots and tasks (e.g. lit-
ter). Each robot can perform either a movement action, which shifts the position of the
robot accordingly, or a cleaning action, which removes one task at the current position.
Attempted actions may succeed or not, according to predefined probabilities. Experi-
ments show the effectiveness of the method, as an improvement across generations is
observed, see Figure 1.
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